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Abstract It is by now a well-supported hypothesis in
cognitive neuroscience that there exists a functional
network for the moral appraisal of situations. How-
ever, there is a surprising disagreement amongst
researchers about the significance of this network for
moral actions, decisions, and behavior. Some
researchers suggest that we should “uncover those
ethics [that are “built into our brains”], identify them,
and live more fully by them,” while others claim that
we should often do the opposite, viewing the
cognitive neuroscience of morality more like a
science of pathology. To analyze and evaluate the
disagreement, this paper will investigate some of its
possible sources. These may include theoretical
confusions about levels of explanation in cognitive
science, or different senses of ‘morality’ that research-
ers are looking to explain. Other causes of the debate
may come from empirical assumptions about how
possible or preferable it is to separate intuitive moral
appraisal from moral decisions. Although we will
tentatively favor the ‘Set Aside’ approach, the
questions outlined here are open areas of ongoing
research, and this paper will be confined to outlining
the position space of the debate rather than defini-
tively resolving it.
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The Problem

The last 10 years have seen an explosion of research
in the emerging cognitive neuroscience of morality,
revealing what appears to be a functional network for
the moral appraisal of situations. Initial evidence for
this is similar to evidence for the biological basis of
language: people learn to produce complex moral
appraisals of novel situations, that show non-random
uniformity across societies, despite the lack of explicit
teaching in the form of positive or negative evidence
[1–3]. Furthermore, researchers have identified a
network of systems that are consistently involved in
these moral appraisals, including systems for affective
appraisal, planning and regulation, and intention-
reading and social skills [4–6]. Although there is no
‘neural correlate of morality’ in the same way that
there is a neural correlate of arm movement in the
motor cortex of the brain,1 it is by now a well-
supported hypothesis that there exists a procedural or
functional network for moral appraisal (FNMA). This
network recruits several interconnected systems,
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1 As Greene and Haidt [4] state: “… if one attempts to
deconfound moral judgment with everything that is not specific
to moral judgment (emotion, theory of mind, abstract reason-
ing, and so on) there will almost certainly be nothing left.”
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much like the processes of memory and attention,
where many cognitive-neural systems are involved in
what is pretheoretically called ‘memory,’ including
working memory, episodic memory, declarative mem-
ory, motor memory, etc. The idea here is that these
memory systems all work together as a network to
achieve the function of retrieving information from
past experiences.2 Similarly, the systems in the
FNMA all work together to achieve the function of
making moral appraisals.

The problem is this: despite much agreement
amongst researchers on the results described above,
there is a significant disagreement about the signifi-
cance of these results for moral actions, decisions,
and behavior. Some of the leading researchers in the
field assume that people should (or cannot help but)
guide their decisions according to cognitive-neural
systems for moral appraisal. Michael Gazzaniga [7]
will be chosen as a representative:

I would like to support the idea that there could
be a universal set of biological responses to
moral dilemmas, a sort of ethics, built into our
brains. My hope is that we soon may be able to
uncover those ethics, identify them, and to begin
to live more fully by them. I believe we live by
them largely unconsciously now, but that a lot
of suffering, war, and conflict could be elimi-
nated if we could agree to live by them more
consciously [7: preface].

Marc Hauser [1] also claims that the cognitive systems
underlying moral judgments should receive a great
amount of attention in private and public deliberations,
although he is sometimes vague about what kind of
attention. At one point, Hauser states that “policy wonks
and politicians should listen more closely to our
intuitions and write policy that effectively takes into
account the moral voice of our species.” This is a
weaker position than the view supported by Gazzaniga’s
quote, but still suggests that our moral psychology
should play a guiding role in decision-making. For
simplicity, we will call this the ‘Guide’ view.

Taking a completely different approach, research-
ers like Joshua Greene and Jonathan Haidt suggest
that the cognitive-neural systems underlying moral

appraisals should be studied so that these can be set
aside in matters of decision-making [8, 9]. According
to Greene, these neural systems evolved in environ-
ments we no longer inhabit and they should only
constrain decisions in so far as they are useful, which
often they are not:

…[Our moral psychology] may work well
enough for life in small, relatively isolated
hunter-gatherer bands, but it’s absolutely disas-
trous for billions of people raised in a variety of
different cultures and subcultures who must
share a world in spite of their incompatible
worldviews. Human moral psychology doesn’t
scale well [8: 232–233].3

In contrast to Gazzaniga’s suggestions, Greene argues
that we should study the neural systems for morality
in the same way that pathologists study the biological
causes of diseases, so that the effects can be avoided
and treated:

I propose instead that we use our understanding
of moral psychology to transcend our ordinary
modes of moral discourse rather than to operate
more effectively within them [8: 236].

We will call this view about the role of cognitive
neuroscience the ‘Set Aside’ view.

Like many foundational disagreements amongst
scientific researchers, this problem is largely implicit
in general discussions, and often surfaces only
occasionally in remarks found in prefaces and con-
clusions. However, I believe this is not simply a
matter of loose speaking on the part of a few authors;
rather, the problem is widespread in many books and
articles, often appearing as a range of intermediary
positions.4 For example, in a recent paper on the role

3 While not important at this point in the discussion, Greene’s
quote here refers to a mismatch between the ultimate (evolu-
tionary) causes of moral appraisals and actual moral decisions,
rather than what we will be focusing on mostly in this paper,
which is a mismatch between the proximate (cognitive-neural)
causes of moral appraisals and moral decisions.

2 This function is multiply realizable, and could be accom-
plished differently by, say, the way that a serial computer
retrieves information from past experiences. More on levels of
explanation will be discussed in the next section.

4 One might object that these intermediate positions are
different than the Guide or Set Aside extremes. As we are
characterizing these positions, any view that the functional
network for moral appraisals should have priority amongst
other considerations, or cannot be trumped on other grounds, is
a Guide view. Although other positions might differ about how
and when to set aside (sometimes? always?), they will here be
grouped together.
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of affect in attributions of moral responsibility,
Roskies and Nichols [10] admit that the bias they
discuss might be misleading and harmful, but assume
that it cannot be set aside. Why not? In many of these
cases there are no explicit reasons for why neural
systems should or should not have priority in guiding
decision making. Although we will tentatively favor the
Set Aside position, the primary purpose of this paper is to
identify the possible sources of this disagreement, and the
ways in which it might be resolved.

There are many issues in meta-ethics that this
problem involves,5 but the real parallel to our problem
lies in the epistemology of ethical claims:

Can ethical judgments be justified on the basis
of intuitions alone (moral intuitionism), or do
they require evidential and inferential support?

Most contemporary proponents of intuitionism have
in mind a priori intuitions of the kind seen in
mathematics [11]. Yet the Guide/Set Aside problem
(as we are formulating it) concerns intuitive knowl-
edge that is not established or justified by a priori
methods. As such, it is more similar to “moral sense
theories” developed in 18th century Scottish philos-
ophy [12, 13]. We might consider our problem a very
specific version of this epistemological issue, set in
the domain of cognitive neuroscience.

A final preliminary issue is an important question
where the researchers do not differ: the “is/ought”
distinction, sometimes also referred to as the “fact/value
dichotomy” or the “naturalistic fallacy.” The is/ought
distinction argues that it is a fallacy to make normative
claims on the basis of (natural) facts. This initially
appears plausible; the fact that everyone steals office
supplies from work does not entail any normative
claims about whether stealing office supplies should or
should not be permissible. However, ethical philoso-
phers have long acknowledged that natural facts, at the
very least, somehow constrain the space of possible
normative claims: to make a normative claim, it must be

humanly possible to achieve it (“ought implies can”).
All of the authors in our discussion take an even
stronger position, that natural facts can actually inform
rather than just constrain our ethical theorizing.

Flanagan et al. [14] claim that anyone committed to
naturalism must be likewise opposed to the is/ought
distinction. They point out that David Hume’s supposed
opposition to this distinction was not that “ought”
claims can never be drawn from natural facts (the
authors note that Hume goes on to do just that himself).
Rather, the is/ought distinction is that normative claims
cannot be established deductively merely from natural
facts alone. Flanagan et al. argue that normative claims
are reasoned to, like most other claims outside of
mathematics, by methods of induction and abduction:

City-planners, architects, and bridge-builders
are naturalists. They engage in discussions
within communities of fellow planners (with
differential power); the communities then gen-
erate ends (from among sets of good ideas) and
create structures that achieve these collectively
generated ends. So too with morality [14: 22].

If Flanagan et al. are correct, then making normative
ethical claims is not any different than decision-making
in other domains (there will be discussion later about
what might make it specifically ‘moral’). For these
reasons, we will be referring to normative ethics as
“moral decision-making.”

It is important that the authors we are considering in
the Guide/Set Aside debate agree on this issue. Hauser [1:
4] takes an example of bringing a child to the dentist
and being told that she needs a dental procedure, where
anesthesia will relieve her pain during this procedure.
Hauser basically agrees with Flanagan et al. that we
cannot reason deductively from these facts to a normative
decision that the child ought to be given anesthesia, but
he indicates that these conclusions can be reasoned to
inductively or abductively: “Here [the example] it seems
reasonable for us to move from fact to value judgment.”
Greene [15] also agrees that scientific work can have
real effects on our normative ethical theorizing.

The is/ought distinction is then clearly not the source
of our problem: Greene does not think that the FNMA
should be set aside inmoral decision-making because it is
a fallacy to reason from one to the other. The question is:
how should we be reasoning from one to the other?
Should cognitive neuroscience guide, or be set aside?
To preview the rest of the paper, we will discuss two

5 It has been pointed out to me that many people engaged in the
‘emotivism/rationalism’ debate (are moral appraisals largely the
product of emotion or rational deliberation?) consider it to have
immediate consequences for the Guide/Set Aside debate (those
who see affective components as primary are more likely to
have a Set Aside view). However, our problem is logically
consistent with either of these positions: one can hold that we
should guide our behavior according to affective appraisals, or
set aside appraisals produced by systems for rational inference.
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theoretical and two empirical questions that can help
resolve this problem. On the theoretical side, it is possible
that either our cognitive neuroscience explains human
behavior at the level of decisions, or that there are no
moral properties outside of those explained by cognitive
neuroscience. If either of these were the case, then it
would be theoretically impossible to have moral
decisions that set aside the FNMA. However, it will
be argued that neither of these claims hold, and a helpful
illustration of this is an analogy to ‘folk physics.’ On the
empirical side, the question then arises as to whether it
is, as a matter of fact, possible to make moral decisions
without privileging the FNMA. And even if this is
possible, this network still may simply do a more
effective job of guiding moral decision-making than
any other possible method.

Levels of Explanation in Cognitive Systems

One possible origin of the Guide/Set Aside disagreement
is a vagueness about what level of explanation our
cognitive neuroscience of morality aims at. Almost all of
the researchers in moral psychology claim that the
phenomena they are looking to explain are “moral
judgments,” but this does not help us, because “judg-
ment” is often ambiguous and can be used to describe
multiple levels of information. For instance, Hauser,
Young, and Cushman [16] use ‘judgment’ to describe at
least three different parts of their model:

1. The “unconscious operative principles” that “un-
derlie certain aspects of. . . morality” [16: 109].

2. The outputs or functions of these operative
principles, e.g.: “we must describe computations
underlying the judgments that we produce” [16:
116], “. . . students of moral behavior might use
morality judgments to uncover some of the
principles underlying our judgments of what is
right and wrong” [16: 118].

3. The entire event, including processing, output,
and decision-making, e.g.: “how does the child
acquire a particular moral grammar, especially if
her experiences are impoverished relative to the
moral judgments she makes?” [16: 107]

To some extent, this problem is widespread within
psychology and cognitive neuroscience. Psychologists
who work on reasoning and inference often use these
terms to describe the unconscious processing, the output

or use of these systems, and the entire event as well. One
important contributing factor to this problem is that the
authors of this paper are all proponents of the “linguistic
analogy” that takes generative linguistics as a good
model for the methodology of moral psychology [2]. It is
often assumed by generative linguists that the output of
the cognitive system just is the function that system
performs (producing and comprehending well-formed
sentences); therefore the linguistic analogy might
suggest that the output of moral appraisals is identical
with moral decisions. It is even possible to hold a
position that there is actually just one level of
explanation in cognitive capacities, be it brain processes
[17] or behaviors [18].

Although these positions were popular within philos-
ophy ofmind a half-century ago, cognitive scientists have
since largely advocated one or another variety of
‘functionalism,’ which hypothesizes multiple levels of
explanation that can be realized in multiple ways.
Perhaps the most popular variety amongst cognitive
scientists is a framework suggested by David Marr [19]
which includes three levels of functional operation:

(1) A neural level of ‘hardware,’
(2) An algorithmic/procedural level of ‘software,’ and
(3) An environmental level of ‘function,’ or what

functions the system actually performs in the
local environment.

Proponents of the linguistic analogy should em-
brace this framework, as Chomsky often acknowl-
edges a similar distinction and comparison to Marr’s
methodology, especially in his discussions of seman-
tics and phonology. Take the following discussion
from Chomsky [20: 17] regarding explanation in the
human visual system:

Study of the visual and motor systems has
uncovered mechanisms by which the brain
interprets scattered stimuli as a cube and the
arm reaches for a book on the table. But these
branches of science do not raise the question of
how people decide to look at a book on the table
or pick it up, and speculations about the use of
the visual or motor systems, or others, amount
to very little.

Although Hauser and colleagues use “judgment” ambig-
uously to describe the Marrian levels (2), (3), and (1–3),
by their appeal to the standard methods of cognitive
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psychology as well as the linguistic analogy, it would
appear that they are aiming to provide an explanation of
systems at the first two levels. We will call this “moral
appraisal.” At a theoretical level, then, explanations of
moral appraisal have no direct consequences for moral
decision-making, just as explanations about the function
of the visual system or the functional network for
language processing have no direct consequences for
their use and applications.6

Distinguishing Senses of ‘Moral’

A more likely source of disagreement in the Guide/Set
Aside debate might be found in exactly what the
researchers mean by ‘moral appraisal.’ If there are
multiple senses or properties picked out by moral
vocabulary (words like ‘right,’ ‘ought,’ ‘good,’ ‘should’),
then cognitive neuroscience may apply to some of these
properties but not others. This has important consequen-
ces for whether it is theoretically possible to have moral
decisions without the FNMA, and how the FNMA
could be evaluated.

To begin with, Greene [8] does claim that the word
‘moral’ and related vocabulary are ambiguous (or
polysemous) in English, and pick out at least two
distinct senses, identified by him as: ‘morality1’ and
‘morality2.’ Morality1 is defined as concerning “facts
about what is right and wrong;” this is what ethicists
have in mind when they discuss first-order or inherent
moral properties such as duties, rights, principles, and
obligations. Morality2, in contrast, is defined as: “of or
relating to serving…the interests of others,” and is what
ethicists often describe as second-order or instrumental
moral properties, where a claim like “X is right” is
always taken to be relative to being right for somebody
in a specific time, at a specific place, for a specific
purpose, and so on.7

In contemporary ethics, sometimes ethicists take
morality1 to be their subject of inquiry, and other
times they take it to be morality2. Although deonto-
logical approaches are almost always concerned with
moral1 properties [21], sometimes consequentialists
are as well [22]. Meta-ethicists are most often
concerned with moral1 properties, as these appear to
be ‘metaphysically strange’ entities. In fact, many
naturalistic philosophers like Mackie [23] and Joyce
[24] have argued that because these properties are
‘weird,’ i.e., inconsistent with the kinds of properties
thus far revealed by the natural sciences, we should
conclude that they do not exist. While the weird
entities argument is weak in itself, Greene [8, 25]
argues that cognitive neuroscience actually provides
another kind of argument: that moral1 properties track
the outputs of the FNMA, and it is therefore a
reasonable conclusion that moral1 properties just are
the products of this functional cognitive network. This
much would likely be met with agreement by other
cognitive neuroscientists, as well as many naturalistic
meta-ethicists. For the purposes of this paper, let us
assume that the tracking argument is valid and
successful (see Dean [26] and Timmons [27] for
replies).

Moral2 properties, as we are defining them here,
are something that can be mind-independent; that is,
decisions in the best interest of others are things that
can be theorized about independently of our intu-
itions, like the properties studied by physics or
engineering. Thus, it is theoretically possible to make
moral2 decisions (decisions made in the interests of
others) by appealing to psychological appraisals, but
also other non-psychological methods such as
counter-intuitive empirical studies, domain-general
theories of action that benefits others, and formal
training. Selim Berker’s recent paper “On the norma-
tive insignificance of neuroscience” [28] nicely
illustrates the theoretical importance of postulating
this independent morality2 for the Set Aside position.
He writes: “usually when we deem something to be a
heuristic [or a folk theory, both described below], we
have a good handle on what the right and wrong
answers in the relevant domain are…” [28: 20].

A helpful illustration for the proposed distinction
between moral1 and moral2 properties is an analogy to
‘folk physics,’ which contrasts with a scientific theory
of physics [29, 30]. Folk physics is a set of cognitive
heuristics which developed over evolutionary time to

6 While vagueness about levels of explanation is one possible
cause of the Guide/Set Aside disagreement, it is unlikely that
this is the only (or primary) source of contention because these
distinctions are so common throughout the cognitive sciences.
Therefore, we will move swiftly to the next issue without
considering objections.
7 In personal communication, Greene has expressed some
hesitance about this interpretation of his moral1/moral2 distinc-
tion. Therefore, the formulation here may be slightly deviant
(although not necessarily inconsistent) with Greene’s original or
current intentions.
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navigate around the world, and may be correct in
isolated situations, but their primary function is to be
useful rather than correct (see Gigerenzer [31] for a
review of cognitive heuristics). Scientific physics, in
contrast, is a collaborative practice based in theory,
observation, and experimentation to reveal correct
information about the physical world. These two
might be related in many respects: the reason that
folk physics is so successful in isolated environments
might just be that correct information is often the
most useful. However, it is important that the two
bear no necessary connection. In the same way, the
‘folk morality’ that would be the product of our
FNMA (also proposed by Premack and Premack [32])
can often overlap with behavior in the interests of
others, but there would be no necessary connection
between the two.

Let us consider an immediate objection to the
proposed distinction between morality1 and morality2:
challenging the possibility of an intuition-independent
theory of behavior in the interests of others (moral2
properties), or claiming that “the interests of others” is
somehow a weird property for a naturalistic frame-
work. Berker [26] questions the postulation of moral2
properties in the following way:

…in the moral case [unlike in Kahneman and
Tversky’s cases of logic and reasoning] it is
very much up for debate what the right and
wrong answers are…How can we proclaim
these emotional8 processes to be quick but
sloppy shortcuts for getting at the moral truth
unless we already have a handle on what the
moral truth is?

In response to Berker’s concerns, it should first be
pointed out that there is a large difference between
questions being “very much up for debate” and there
being no fact of the matter about the answers. There
are many questions within the sciences that are very
much up for debate, and yet presumably have a fact of
the matter, so there needs to be additional reasons for
supposing that questions about the best interests of
others are any different (perhaps a pessimistic meta-
induction?). A response to Berker’s substantive
concerns about an objective morality2 is to allude to
similar kinds of value posited by other special

sciences like economics, political theory, and sociol-
ogy. If it is possible to develop objective mind-
independent theories of social structure, political
structure, and economic behavior, then there does
not appear to be any principled reason against a mind-
independent theory of people’s interests taken gener-
ally. The ‘interests of others’ as we are defining them
in morality2 are no different than the amalgamation of
interests posited by the natural and special sciences.
Just as there appears to be an optimal condition that
satisfies everyone’s economic interests in a given
situation (even if that condition is an idealization),
there might be an optimal condition for interests taken
as a whole. One method for deriving this might look
like a kind of cost-benefit analysis, where as many
interests and people are factored in as possible.9

Another way to formulate this objection is to
question the kind of convergence and progress that
might be possible in the study of shared interests as
opposed to physics and other sciences (also discussed
in Flanagan [34]). Mikhail often emphasizes that
moral theorists should properly focus on morality1
(the FNMA), comparing morality2 to ‘performance’
in generative grammar [3], which Chomsky often
regards as being theoretically intractable. There are
some good reasons to be skeptical about the tracta-
bility or commensurability of moral2 properties. Take
Sartre’s [35] famous example of a young man trying
to decide between taking care of his sick mother and
fighting for his country. In this case, Sartre plausibly
suggests (in different terminology) that there is no
possibility of ever successfully comparing the familial
interests of taking care of one’s sick parent with the
social interests of protecting one’s community from a
real destructive threat. If it is indeed the case that moral2
properties are incommensurable or theoretically tracta-
ble, the Set Aside view might become incoherent as
Berker suggests (set aside in preference to what?). This
is certainly an area where the Set Aside view needs to
provide some sort of plausible story about the commen-
surability of moral2 properties. However, in contrast to
Berker and Mikhail’s concerns, I do not believe that

8 As we are describing the FNMA, it consists not only of
emotional processes but also typically ‘cognitive’ ones.

9 As much as this may seem like consequentialism or
Utilitarianism, there are no a priori reasons for why the interests
of others must reduce to one kind of utility (e.g., pleasure or
pain), or why entities like intentions or character cannot be a
part of people’s general interests. A non-a priori argument
against character in moral2 explanations would look like Doris
[33].
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such a fully fleshed-out theory of morality2 is required
merely to establish the proposed distinction that we are
discussing here. It should suffice that in some cases we
are able to estimate as best as possible what would be in
the best economic, biological, political, etc. interests of a
person, and contrast this with the appraisals produced
by the FNMA.

Are Moral Decisions Possible Without the FNMA?

Once these conceptual distinctions have been made,
progress has been forged towards understanding the
source of our disagreement. There may be vagueness
about different functional levels of explanation, or
between different senses of morality, leading research-
ers to conclude that appraisals just are decisions, or
moral1 properties just are morality. However, we must
also consider that those advocating cognitive neuro-
science as a guide to moral decisions differ on other
more empirical grounds. Assuming it is theoretically
possible not to guide moral2 decisions according to
appraisals produced by the FNMA, one might object
that it is, as a matter of fact, impossible to separate the
two. Another argument would be that this is possible,
but somehow not empirically preferable. We will deal
with each of these claims separately.

The first issue concerns whether it is empirically
possible to make decisions in the interests of others
without appealing to the FNMA. At first this might
appear similar to arguments in the late nineteenth
century that evolutionary biology or the new atheism
would, as a matter of fact, undermine behavior in the
interests of others, which turned out to be empirically
false [36]. However, the FNMA is a much more
plausible necessary condition for moral behavior,
largely based on studies of patients whose cognitive-
neural deficits are directly correlated with deficits in
their decisions and behavior in the interests of others.
The cases of sociopaths, psychopaths, autistic per-
sons, and those with frontal lobe damage are all
examples. The Guide-theorist might use these cases to
argue that actions in the interest of others are
impossible without the functional network for moral
appraisals.

Establishing the FNMA as a necessary condition for
moral2 behavior does not, however, lead to the
conclusion that it is a sufficient condition. This is
because, according to the claims of the previous section,

there can be other (non-intuitive) contributions to moral2
behavior, and increasing these contributions might
‘override’ any necessary psychological contributions.
Such cognitive overriding can be accomplished by at
least two methods: (1) the use of domain-general
processing to override modularized and automatic
processing, and (2) ‘cognitive offloading’ techniques,
which according to Wilson [37: 628] “. . . make use of
the environment itself in strategic ways leaving infor-
mation out there in the world to be accessed as needed,
rather than taking time to fully encode it.” This is also
known as “distributed cognition,” because it involves
the use of external tools such as counting, drawing
maps, and using reference pointers to overcome
cognitive limitations. Both of these are real examples
of methods used to override cognitive biases or
limitations.

Let us take an example where the function of a
cognitive-neural system is corrected based on non-
psychological considerations: social stereotypes.
Many psychologists argue that normal systems for
concept formation produce an effect of reasoning by
prototypes, resulting in biases against individuals
based on gender or race [38].10 These psychological
systems are obviously not anything we can simply get
rid of, because it is extremely important that people
be able to categorize things that look similar as
belonging to the same type. However, most people
attempt to override these biases when evaluating
individuals by using certain explicit procedures or
criteria regarding what features to direct attention to,
which procedures to follow, and how to properly
ignore intuitive biases. As in the analogy to folk
physics, recommending that we practice scientific
physics for progress and information about the
physical world does not imply that we eliminate or
disregard the psychological systems for spatial orien-
tation and navigation that underlie folk physics.
Doing so would probably produce people who
couldn’t even get out of bed in the morning, much
less operate large particle accelerators. Instead, we
simply increase the non-psychological contributions
to physics to such an extent that the psychological
contributions become negligible, and are effectively

10 This is just one model amongst many in the psychology of
race; others explain racial categorizations as the result of
perceptual feature groupings [39], or by systems for tracking
the boundaries of social groups [40], or even most directly, by a
system with a direct function of categorizing ethnicities [41].
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drowned out. The Set Aside position suggests that the
same might be done in the domain of ethics.

One objection here is that the use of domain-general
suppression and distributed cognition can alter explicit
effects on moral decisions, but not implicit ones.
Returning to our analogy to racial bias, many studies
illustrate that even in individuals who explicitly attempt
to override these biases, there is still a large implicit
effect evident in measures of skin response, eye move-
ments, and so on [42]. The guide-theorist might respond
that because a large amount of our behavior is caused
by unconscious psychological mechanisms, these im-
plicit measures demonstrate that it is still impossible to
make moral decisions in absence of (or suppression of)
moral appraisals.

In response, I will follow a line of argument pursued
by Kelley et al. [43], who discuss a version of this
Guide/Set Aside debate in racial theory (termed
‘conservationism’ and ‘eliminativism’). They discuss
how implicit racial biases pose a prima facie argument
for the impossibility of eliminating racial categoriza-
tion. However, many studies (reviewed in a 2001
special issue of the Journal of Personality and Social
Psychology) [44] propose that implicit biases can be
not only suppressed but actually altered and modified
by employing certain environmental conditions and
training. Thus, formal and informal training might be
sufficient after all to enable moral decisions not guided
by moral appraisals. While this is still at an early stage,
some researchers are already investigating whether a
similar sort of training can influence appraisals of
moral dilemmas and scenarios [45].

Is FNMA the Most Effective Method?

The previous section argued that cases of people with
cognitive-neural deficits do not successfully establish the
impossibility of overriding or altering the FNMA. This
opens the second aspect to our empirical discussion: is it
preferable to override the FNMA in moral decision-
making? It certainly could be the case that the FNMA is
more effective than any other method we might adopt
for making moral decisions. There are several metrics
that can be used to gauge efficiency; we will consider
two: accuracy (decisions that are objectively productive
some significant amount of the time), and resourceful-
ness (decision-making given limited time and
resources).

The FNMA is More Accurate

The first metric requires examining cases of appraisals
produced by the FNMA and comparing them to some
objective measure of benefit or harm for others. It may
simply turn out, upon investigation, that the FNMA is
optimal for making decisions in the interests of others.
This is not wildly implausible, given the optimal
functioning of many other cognitive systems in relation
to their environments: a single photon can be detected by
the human visual system, and a vibration of the eardrum
even the distance of half the diameter of a hydrogen atom
can be detected by the auditory system [46]. If the
FNMA is the product of natural selection, it might be
the case that it has been selected to perform better at
moral2 decision-making than a domain-general or
cognitive offloading methodology. On the other hand,
we have also been discussing cases of cognitive
heuristics like the network for spatial cognition under-
lying folk physical appraisals, which function extremely
well in bounded circumstances, but operate poorly when
extended beyond these conditions. Therefore, it is
simply an open question how effective the FNMA is
in decision-making compared to other non-
psychological methods.

To answer this open question, the Set Aside
proponent points to situations in which the systems
involved in the FNMA can often skew identical moral
decisions, as in thought-experiments where it is
obligatory to help a wounded pedestrian you pass
for a high price, yet permissible not to help wounded
people in other countries for the same price. Walter
Sinnott-Armstrong [47] compares these to the framing
effects found in the heuristics and biases literature,
where irrelevant information can skew objectively
identical appraisals, thus undermining the reliability
and justification of a mechanism. As Sinnott-
Armstrong states: “If moral intuitions are subject to
framing effects, then they are not reliable in those
circumstances.” Indeed, if we are simply evaluating the
FNMAas amechanism, then the fact that this mechanism
sometimes responds to irrelevant information is good
grounds for doubting its general reliability.

Another approach, adopted by Sunstein [48] and
nicely described by Jonathan Haidt [9: 815] is
demonstrating how reliance on the FNMAwill “often
bring about nonoptimal or even disastrous conse-
quences in matters of public policy, public health, and
the tort system.” Just like scientific physics predicts
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that a thrown object will move differently than the
systems underlying folk physics suggest, social
psychology, economics, and political science tell us
that many morally counterintuitive decisions some-
times (though not always) do a better job of
benefiting the interests of others than our intuitive
moral judgments.

Examples in the domain of public health include
abortion and euthanasia situations, where ending
life is often in the general interests of all parties
involved, and yet the appraisal of an up-close and
personal intentional harm still pulls the FNMA
against the decision.11 In public policy, the repulsion
of giving assistance to distant people may underlie
many reactions to welfare, government-sponsored
healthcare, and charity programs [49]. Affect-laden
responses produce disgust, anger, and frustration
towards helping those who we do not feel morally
pulled towards, even if it were to benefit everyone’s
interests on the whole. In the legal system, it might
sometimes be preferable to make decisions without
privileging the cognitive systems underlying the
FNMA, specifically the systems for the attribution
of intentions. Decades of research in social psychol-
ogy has demonstrated that situational factors have
much more of an influence on behavior than
intuition suggests (see Doris [33] for a review).
People show a shocking tendency to conform to
group behavior, obey authority figures, and allow
apparently trivial information to influence important
actions.12 Intentions and goals of people in these
situations have little role in differences in behavior.
Yet the neural systems for evaluating moral actions
pull towards attributing intentions to actions that are
charged with affect [51]. If paying attention to the
findings of social psychology forces us to revise
appraisals of intentions, this could have a large
impact on attributions of fault and punishment, as in
current approaches to addiction.

The Guide-theorist may reply that these cases are
cherry-picking, and if we were to take a truly random
sample size of moral decisions (not necessarily moral

dilemmas), the FNMAwould actually be very success-
ful. This kind of argument has been applied in social
psychology by Kruger and Funder [52], who claim that
supposedly ‘irrational’ heuristics are actually incredibly
effective most of the time at promoting social cohesion
within groups. In moral theory, Mikhail [53] (respond-
ing to Sunstein) has made a similar claim that these
cases of ‘misfires’ only focus on a small class of
performance errors. The vast majority of most people’s
moral2 decisions are quite mundane, including throw-
ing away your paper towel properly in a public
restroom (when nobody is around), tipping at a
restaurant you’ll never return to, and holding the door
for a stranger. When all of these decisions are factored
in, it might be the case that the FNMA does a much
more accurate job than the above examples suggest.

Yet even if this is the case, it does not establish
that the FNMA is more accurate than other possible
decision procedures for moral scenarios, which is the
question at hand. This applies equally to both the
framing effect and the ‘misfire’ arguments. Defend-
ers of the accuracy of the FNMA tend to overlook
the fact that we are not simply asking ‘is the FNMA
accurate?’ but rather, comparing it to other possible
methods for making moral decisions. Take Sinnott-
Armstrong’s example of making judgments about
height based on intuitive perceptions. His framing
argument states that, because one person might look
taller while standing next to a Sequoia Tree than a
Bonsai Tree, our perceptual systems should not
guide decisions about height. Now, if a defender of
our perceptual system steps in and replies that
actually these systems are quite good at making
height judgments in bounded circumstances, this is
ignoring the fact that these systems are being
compared to other possible methods, such as using
a tape measure. Indeed, it is because of this
inaccuracy that many fine liquor establishments
currently display a convenient height marking on
their front door for use in making height judgments.
The Set Aside proponent is making this same
proposal for moral decisions.

Lacking any further resources at the moment
besides examples like the ones above, the burden of
proof is placed on the Guide-theorist to show that
these are the exceptions rather than the rules. It would
be very exciting to see further studies comparing
reliance on the FNMAwith use of non-intuitive tools,
training, and rules in a wide variety of scenarios.

11 Of course, there exist many sophisticated objections to
welfare, abortion, and euthanasia that do not rely solely on
affective or intuitive responses.
12 For instance, if a person finds a small amount of change in a
phone booth, that person is significantly more likely to help a
stranger than not [50].
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The FNMA is Most Effective Given Limited Time/
Resources

We must finally consider the possibility of the Guide-
theorist acknowledging that a significant amount of the
time the FNMAwill lead to decisions that are harmful or
counterproductive, but insisting that, given the con-
straints of limited time or resources in decision-making,
the FNMA is simply the best available method. This
defense is proposed by Gigerenzer [54], who claims:
“when it comes to issues of justice and morals, there are
situations in which the use of heuristics, as opposed to
an exhaustive analysis of possible actions and con-
sequences, is preferable” [54: 20]. These situations are
ones in which “simple heuristics, which ignore part of
the available information, are not only faster and
cheaper [in a biological and cognitive sense] but also
more accurate for environments that can be specified
precisely” [54: 19]. Ignoring the accuracy metric that is
discussed above, Gigerenzer argues that in many (most?)
situations, using explicit criteria, domain-general learn-
ing, and formal rules for novel moral decisions would be
less effective than employing the FNMA.

Gigerenzer’s evidence is largely in non-moral
domains such as language learning and estimation
judgments (say, about cities with the largest populations).
One example discussed by Gigerenzer [55] (originally
from Green and Mehr [56]) examined the use of a
regression tool for diagnosing coronary symptoms in a
rural Michigan hospital compared to the use of intuitive
heuristics. The surprising result was that a simple metric
based on intuitive cognitive heuristics like “ordered
search,” a “stopping rule,” and “take the best”13 actually
performed better than the use of the regression tool on
accuracy, time, and resource use. The fact that the
FNMA takes little time or resources to employ might be
a serious reply for the Guide-theorist. Many situations
that require making decisions in the interests of others
have time constraints that do not allow a careful
weighing of values—especially given the novelty of
most moral scenarios. Hauser and his colleagues often
emphasize that the FNMA is valuable because of its
ability to handle novel moral scenarios, much in the way
that the faculty of language is capable of interpreting
novel linguistic constructions. The considerations of
limited time and novelty might imply that it is an

impractical strategy to weigh probabilities, costs, and
benefits in making moral decisions. The Guide-theorist
instead suggests that, so long as the FNMA succeeds in
the above cases more than random chance, it will be
preferable in these specific circumstances to guide
decisions according to it. This is a way of arguing that,
accuracy aside, the FNMA might still be preferable to
any other available method for making moral decisions.

However, scenarios involving constraints on time and
resources are not powerful enough to support a Guide
view. Time-sensitive decision-making does not limit
options to only the FNMA or random chance; this is
one of the primary motivations for applied ethics.
Consider medical ethics: doctors often find themselves
in time-sensitive situations where they must make
decisions in the interests of others without being able to
take enough time to weigh the costs and benefits to
everyone involved. Rather than relying only on their
intuitive appraisals or random chance, the doctor instead
has at his or her disposal a detailed training in bioethics
with the costs and benefits of similar situations. Explicit
procedures have been automatized and internalized so
that they now become quick and easy. Thus, although the
doctor is unable to make a cost-benefit procedure at the
moment, the fact that they have done so for similar
situations enables them to quickly make a decision based
on intuitive considerations rather than the FNMA or
random chance.

Again, this is an empirical question open to further
research, and it would be very interesting to see studies
comparing the quick intuitive judgments of doctors or
lawyers who have taken ethics classes as compared to
those who have not.14 To employ the linguistic analogy,
these would be like artificial languages and codes (i.e.,
computing languages) which have certain benefits that
natural languages do not have, such as a lack of
ambiguity. While ambiguity might be beneficial for
natural-language use (see [57: ch.6]), in other domains it
can lead to unfortunate consequences.

The solution to limited time and resources is moral
education rather than moral intuition-building. The first
few pages of Hauser [1] list some varieties of formal
education in moral decision-making, such as medical,
business, and legal ethics courses, military training, and

13 See Gigerenzer [55] for details

14 In the last few years there have been a number of studies
examining the appraisals of ethicists and people who have
taken ethics courses compared to control groups.
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bureaucratic committees, with the claim that these are
not the causes of moral “judgments.” Hauser is correct
that these institutions are not the cause of moral
appraisals, but they are very often the causes of moral
decisions, and if it turns out that these methods are more
accurate and can be just as automatic as the FNMA,
they should be.

Conclusions

In conclusion, a foundational disagreement about the
role of cognitive neuroscience in moral decision-
making has revealed both theoretical and empirical
assumptions. After investigating these assumptions,
this paper has suggested that it would be mistaken to
look towards the psychological network for moral
appraisal as a guide in private or public decision-
making. This is an interesting a surprising conclusion,
but cognitive neuroscience has been providing similar
results about other cognitive domains for years.
Eyewitness testimony was once (and still is in many
places) the ultimate grounds for decisions in the legal
system (“who are you going to believe, me or your
own eyes?”), but psychological research has revealed
that our attention is selective in ways that fail to see
obvious things right in front of us [58], and our
memories are not like pictures, but often confabulate
false scenarios and draw upon current environments
or information [59]. The case of morality is no
different; if investigation reveals that it is theoretically
possible and empirically preferable to make decisions
that set aside our moral intuitions, then this would be
yet another application of research in cognitive
neuroscience. The consequences for ethics might be
a move away from reliance on intuitions as data, and
closer towards public policy and clinical psychology.
This would be greatly informed by psychological
research, but in ways that help us discover how to set
aside moral appraisals rather than guiding decisions
according to them.
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